
Internship project, master 2, 2024

Title: Interactive Teaching of System 2 Reasoning for Large Language Models

Supervision: Cédric Colas, Pierre-Yves Oudeyer
Host team: Flowers team, Inria Bordeaux
Duration: 6 months around march – august 2024

How to apply: contact pierre-yves.oudeyer@inria.fr and ccolas@mit.edu with CV and letter
of motivation, and using the [application] tag in the email object.

Keywords: language models, interactive teaching, prompt engineering, automatic
prompting, retrieval-augmented LLMs, reasoning programs, program synthesis

Scientific context: The Flowers Lab at Inria Bordeaux studies open-ended learning in
machines and humans, with a focus on curiosity-driven autotelic exploration (= learning by
setting one’s own goals) and on the use of language, and large language models, as
cognitive tools (see Colas et al., 2023 paper for the directions we are exploring, see also
Colas et al., 2020). The current project aims to address some of the challenges one needs to
address to scale up these approaches.

TL;DR: The objective of this internship is to study different (adaptive and automated)
prompting methods and interactive processes to improve the reasoning capabilities of large
language models.

Project:
Pretrained large language models (LLMs) often perform well in arbitrary tasks defined in text
at test time (e.g. Brown et al, 2020) but still fail in more challenging tasks involving multi-step
thinking such as mathematical reasoning, decision-making, social reasoning, or
commonsense (e.g. Wei et al, 2022). Borrowing from Kahneman's dual process model, we
could see LLMs as implementing a form of System 1 (fast, intuitive thinking processes) but
struggling with System 2 (slow, deliberate, rational thinking processes).

This project aims at studying possible ways a non-expert user could naturally teach forms of
system 2 reasoning to LLMs. This will involve reviewing the existing literature on multi-step
reasoning approaches (Wei et al., 2022, Nye et al., 2022, Wang et al., 2022, Dohan et al.,
202, Yao et al., 2023), cognitive architectures for LLMs (Summers et al., 2023), reasoning in
code (Maadan et al., 2022) and the links between reasoning and code, and prompt
engineering approaches, identifying their limitations and suggesting new approaches.

One particular relevant approach is to frame reasoning as the generation of programs to
structure and decompose reasoning tasks into smaller steps. This internship could look into
new ways of leveraging real-time natural feedback from non-expert users to guide the
generation of these reasoning programs. As LLMs learn to generate them, they gain the
ability to think for themselves in more systematic ways.
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Requirements
We are looking for motivated Master 2 (MSc) students with a background in machine
learning, in particular in deep NLP (experience with LLMs and prompt engineering will be a
plus), as well as interest in cognitive sciences. Additionally the student should know Python
and have good oral and written communication skills.
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